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Idea of robust project scheduling

• Generate a baseline schedule that incorporates a degree

of anticipation of variability during project execution and/or 

information about the reactive scheduling approach to be

used

• Objectives:

o Solution robustness (stability):

• Measure of the difference between the baseline schedule and

the realized schedule

o Quality robustness:

• Sensitivity of the schedule performance in terms of the objective

value (makespan) other than stability



The stochastic RCPSP

• Classes of scheduling policies:

o Resource-based policies

o Early-start policies

o Preselective policies

o Linear preselective policies

o Activity-based policies

o Pre-processing policies

• Drawback: no baseline schedule, thus no 

measure of solution robustness



Proactive-reactive project scheduling

• Proactive scheduling:

o Construct a robust baseline 

schedule that accounts for the

available statistical knowledge of 

uncertainty and that is protected as 

best as possible against disruptions

• Reactive scheduling:

o Revise or reoptimize a schedule

whenever a schedule breakage

occurs



The proactive and reactive RCPSP

This instance contains eight activities and two dummy activities. 

This instance has one resource type of availability 8. 

An instance of the RCPSP



Example for  ෤p

𝐩𝟏 = 0,2,8,3,5,7,5,4,2,0
𝜋(෥𝐩 = 𝐩𝟏) = 0.054%

An example realization

Total number of 
combinations: 
25 × 33 = 864



Proactive and reactive scheduling

Proactive solution
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The basic idea

We generate a pool of 
schedules 

𝐬1 𝐬7 𝐬13 𝐬19 𝐬25

𝐬2 𝐬8 𝐬14 𝐬20 𝐬26

𝐬3 𝐬9 𝐬15 𝐬21 𝐬27

𝐬4 𝐬10 𝐬16 𝐬22 .

𝐬5 𝐬11 𝐬17 𝐬23 .

𝐬6 𝐬12 𝐬18 𝐬24 .

The optimal PR-policy
among all PR-policies 

obtained from the 
generated pool

Our optimization 
model: Markov 

decision process 

Objective: to minimize the expected value of 
(cost of the baseline schedule
+ cost of a series of reactions)



A PR-policy

𝑡 = 0 𝑡 = 𝑡1 𝑡 = 𝑡2 𝑡 = 𝑡3

PR-policy Π for realization 𝐩𝑙

𝑆
0 Π,𝑙(baseline schedule)՜

Π
𝑆
1 Π,𝑙

՜
Π

Disruption for 𝑆 0 Π,𝑙 at time 𝑡1

𝑆
2 Π,𝑙

՜
Π

Disruption for 𝑆 1 Π,𝑙 at time 𝑡2

𝑆
3 Π,𝑙

՜
Π

Disruption for 𝑆 2 Π,𝑙 at time 𝑡3

𝐶𝐻Π,𝑙: 𝑆
0 Π,𝑙 ՜

𝑡1
𝑆 1 Π,𝑙 ՜

𝑡2
…

𝑡𝜈Π,𝑙
𝑆

𝜈Π,𝑙 Π,𝑙

A chain of reactions dictated by PR-policy  Π for 𝐩𝑙

The number of reactions for the combination (Π, 𝑙)

Π = {𝐶𝐻Π,1, … , 𝐶𝐻Π,|𝐩|}



An example
PR-policy 𝚷𝟏

𝐩𝟏 = 0,2,8,3,5,7,5,4,2,0

𝐶𝐻Π1,1: 𝑆
1
𝑡1=1

𝑆9
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𝑡1

5 10 15 5 10 15

𝚷𝟏 = {𝐶𝐻Π1,1, … , 𝐶𝐻Π1,|𝐩|}

…



Deadchains

𝑆
𝜈Π,𝑙 Π,𝑙 is a deadend Ω if it is not feasible for realization 𝐩𝒍. 

𝐶𝐻Π,𝑙 is a deadchain if it contains a deadend.

What is a deadchain? 

𝛾Π,𝑙 = 1 if chain 𝐶𝐻Π,𝑙 is a deadchain
𝛾Π,𝑙 = 0 otherwise

𝛾Π,𝑙 ∈ {0,1}

𝐶𝐻Π,𝑙: 𝑆
0 Π,𝑙 ՜

𝑡1
𝑆 1 Π,𝑙 ՜

𝑡2
…

𝑡𝜈Π,𝑙
𝑆

𝜈Π,𝑙 Π,𝑙

A chain of reactions dictated by PR-policy  Π for 𝐩𝑙

What if this schedule is not feasible for 𝐩𝑙?



𝑓 Π, 𝑙 = 𝑔 𝑠 0 Π,𝑙 +෍
𝑘=1

𝜈Π,𝑙
𝑒 𝑆 𝑘−1 Π,𝑙 , 𝑆 𝑘 Π,𝑙 , 𝑘 + ℎ(𝛾Π,𝑙)

Cost of a chain (a general function)

Cost of the baseline schedule Cost of reactions Cost of deadchains

P:min
Π∈Ξ

෍
𝑙=1

|𝐩|

𝜋 ෤𝐩 = 𝐩𝒍 𝑓(Π, 𝑙)

Conceptual formulation

𝑤𝑏𝑆𝑛+1
0 Π,𝑙 +෍

𝑘=1

𝜈Π,𝑙
෍

𝑖∈𝑁
𝑤𝑖𝑘 𝑆𝑖

𝑘 Π,𝑙 − 𝑆𝑖
𝑘−1 Π,𝑙 + 𝑤𝑟 + 𝑤𝑑𝛾Π,𝑙

Cost of a chain (an example: used in our method)

Probability of occurrence

Cost of a chain

The cost per unit time of the 
completion of the baseline schedule

The weight of 
each activity

The fixed cost 
of a reaction

The cost of a 
deadchain



(𝑆, 𝑡, 𝑂, 𝜈)

Representation of states in Model 1

The current schedule

The current decision moment

The set of ongoing activities

The number of reactions that occurred so far

՜ 𝑆1, 1, 4 , 0

An example (𝑆1)
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A chance transition

𝑆1, 0, ∅, 0 𝑆1, 1, {4}, 0

𝑆1, 1, {1,4}, 0

𝜋( ෤𝑝i = 𝑝)

0 1 2 3 4 5 6 7 8

෤𝑝0 1 - - - - - - - -

෤𝑝1 - 0.4 0.4 0.2 - - - - -

෤𝑝2 - - - - - - 0.3 0.5 0.2

෤𝑝3 - - - 0.6 0.4 - - - -

෤𝑝4 - - - 0.1 0.5 0.4 - - -

෤𝑝5 - - - - - - - 0.2 0.8

෤𝑝6 - - - - - 0.4 0.6 - -

෤𝑝7 - - - 0.5 0.5 - - - -

෤𝑝8 - - 0.7 0.3 - - - - -

෤𝑝9 1 - - - - - - - -
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𝑆1

0.40

0.60

Continue with the same schedule

Infeasible: needs reaction



A valid reaction

𝑡1
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𝑆1

𝑆1, 1, 1,4 , 0
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𝑆9

𝑆9, 1, 1,4 , 1

A valid reaction (general rules)

𝑡



Reaction possibilities for 𝑆1, 1, 1,4 , 0

𝑆1, 1, 1,4 , 0

√ √√ √

𝑆5, 1, {1,4}, 1

𝑆7, 1, {1,4}, 1

𝑆8, 1, {1,4}, 1

𝑆9, 1, {1,4}, 1





How to read a state?

𝑆1, 6, {2,3}, 0

1000:  cost of the state
-------------------------------------------------------
0: schedule S1 (1 ՜ 𝑆2, 2 ՜ 𝑆3,…)
6:          time 6
12: 2,3 (22 + 23 = 12)
0:          no reaction

An optimal reaction in 
the optimal policy

𝑆9, 2, {1,4}, 0 𝑆8, 2, {1,4}, 1
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The cost of this reaction:
4 − 2 𝑤2 + 3 − 5 𝑤3

+ 7 − 9 𝑤5 + 7 − 9 𝑤6

+ 12 − 11 𝑤7 + 𝑤𝑟 =
8 + 14 + 8 + 2 + 1 +20 

= 53



(𝑐𝑢, 𝑐𝑜, 𝑑𝑒, 𝜈)

Representation of states in Model 3

The current cut

The current continuation

The delay between the cut and the continuation

The number of reactions that occurred so far



(𝐼, 𝑟𝑠𝐼)

A continuation

(𝐹, 𝑂, 𝑒𝑙𝑂)

A cut

The set of finished activities

The set of ongoing activities

The vector of the elapsed times of ongoing activities

The set of idle activities

The vector of the relative starting times of idle activities 
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7 8

𝑐𝑢 = ( 0,1,3,4 , 2 , (∗,∗, 5,∗,∗,∗,∗,∗,∗,∗))

𝑐𝑜 = ({5,6,7,8,9}, (∗,∗,∗,∗,∗, 0,0,1,5,7))



(𝑐𝑢, 𝑐𝑜, 𝑑𝑒, 𝜈)

Representation of states in Model 3

The current cut

The current continuation

The delay between the cut and the continuation

The number of reactions that occurred so far

An example (𝑆1, 6, 2 , 0)
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7 8

𝑆1
𝑐𝑢1 = ( 0,1,3,4 , 2 , (∗,∗, 5,∗,∗,∗,∗,∗,∗,∗))

𝑐𝑜1 = ({5,6,7,8,9}, (∗,∗,∗,∗,∗, 0,0,1,5,7))

𝑆1, 6, 2 , 0 ՜ 𝑐𝑢1, 𝑐𝑜1, 0,0



• We first generate all possible cuts that can be obtained from 𝐒

• We generate all possible continuations that can be obtained from 𝐒

• 𝑑𝑒 ∈ {0,1}

• There is a state for each combination (𝑐𝑢, 𝑐𝑜, 𝑑𝑒, 𝜈) such that 

𝐹 ∪ 𝑂 ∩ 𝐼 = ∅ and 𝐹 ∪ 𝑂 ∪ 𝐼 = 𝑁

State space

An example (𝑆1, 6, 2,3 , 0)
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𝑆1 𝑐𝑢2 = ( 0,1,4 , 2,3 , (∗,∗, 5,3,∗,∗,∗,∗,∗,∗))

𝑐𝑜1 = ({5,6,7,8,9}, (∗,∗,∗,∗,∗, 0,0,1,5,7))

𝑐𝑢2, 𝑐𝑜1, 0,0 𝑐𝑢2, 𝑐𝑜1, 1,1
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𝑐𝑜2 = ({5,6,7,8,9}, (∗,∗,∗,∗,∗, 0,0,0,5,7))

𝑐𝑢2, 𝑐𝑜2, 1,1
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Model 3: Markov decision process

../../PR_RCPSP/Model3.pdf


Model 3: optimal PR-policy



Selection- and buffer-based reactions
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A selection- but not buffer-based reaction
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Computational results

In the optimal PR-policy

The class of non-selection-based (NSB) reactions

The class of selection but not buffer-based (SNB) reactions 

The class of buffer-based (BB) reactions  

Three exclusive classes of reactions 

𝑤𝑏 = 25 and 𝑤𝑟 = 0

Selection-based
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